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KeBERT4Rec Architecture

Datasets
Movielens 20m: ML-20m contains movie ratings from 
MovieLens. Genre information of movies is used as keywords.
Fashion: Click paths collected from an online fashion shop, 
with keywords describing the content.

Results
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BERT4Rec is a recent adaption of the BERT model from the NLP domain for the task of sequential recommendation and has proven itself 
to be state-of-the-art. One limitation is the representation of items merely as ids, as there is often additional information about items 
available. Therefore we propose KeBERT4Rec, a modification which allows to add keyword descriptions for each item.
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Which movie should we recommend?

Knowing that all movies in the sequence are comedy (     ) and family (     ) movies, the 
horror movie "Scream" is unlikely to be the next one. "Interstellar" and "The Incredibles" 
share some of the genres already seen and are therefore more likely to be selected.

BERT4Rec with Item Keywords


